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The presented article describes statistical data that characterize probabilistic-statistical models of three technical spe-
cialties. The material was text corpora of the specialties chemical engineering, automotive engineering and electrical
engineering. The text corpora were compiled on the basis of scientific articles published in the corresponding journals in
the USA and Great Britain. At the beginning, the authors assumed that since all three text corpora relate to scientific and
technical discourse and do not interact in terms of general scientific topics, but represent completely different branches
of technology, they could create an example of style-distinguishing marker in the course of the procedure of comparison.
However, different approaches to the formation of text corpora, and, above all, the principles and goals of creating the
semantic space of all three specialties led to a sharp difference between the quantitative values of all three frequency
dictionaries. The authors of the probabilistic-statistical model of chemical engineering sought to evenly distribute text units
across the frequency dictionary and, for this purpose, selected texts that had practically common technical problems, and,
accordingly, repeated lexical units that described these problems. This was easily achieved by creating a simple and fairly
limited scheme of semantic space, including a few problems that relate to the subjects of this specialty. The same was
done by the authors of the text corpus of automotive engineering. As to the authors of the text corpus of electrical engi-
neering they attempted to include practically all scientific and technical problems of this specialty in the semantic space.
Therefore, firstly, within the frequency dictionary of electrical engineering itself, sharp differences in quantitative values
were observed between the high-frequency and low-frequency zones. Secondly, when comparing the quantitative values
of three probabilistic-statistical models, which were expected to be practically identical, the data of the dictionary of elec-
trical engineering were completely different from the dictionaries of chemical engineering and automobile engineering. As
a result of the study, the authors proposed to observe one of two conditions when forming text corpora: if it is supposed
to consider as many technical problems as possible, then it is necessary to either significantly increase the size of text
corpus, or to approach the selection of texts more carefully.

Key words: semantic space, probabilistic-statistical model, token, frequency dictionary, frequency zone.

Y npeacTaBneHin cTaTTi OMMCaHO CTAaTUCTUYHI AaHi, WO XapaKTepusyoTb NMOBIPHICHO-CTAaTUCTUYHI MOAENi TPbOX
TEXHIYHMX creujanbHocTen. MaTtepianom cnyrysanu TEKCTOBI KOPNycu crewianbHOCTEN XiMIYHOro MalLuMHOOYAyBaHHS,
aBToMOGinebyayBaHHs Ta enekTpoTeXHikM. TeKCTOoBi Kopnycu Oynu cKnadeHi Ha OCHOBI HayKoBMX cTaTen, onybnikosa-
HWX y BignosigHux xypHanax CLUA ta Benwvkoi Bputanii. CnoyaTtky aBTopu npunyckanw, WO OCKifbKU BCi TPU TEKCTOBI
KOpNyCK CTOCYHOTbCSI HAYKOBO-TEXHIYHOTO AMCKYPCY Ta HE B3aEMOLiOTb 3 TOYKM 30pY HAYKOBMX TEM, a NPeAcTaBnsioTh
abCcontoTHO Pi3Hi ranysi TEXHIKK, BOHW MOXYTb CTBOPUTU NpUKNag CTUNICTUYHOIO po3pi3HIOBanbHOroO Mapkepa B Xodi npo-
uenypu nopiBHaHHA. OfHak, pisHi niaxoam 4o PopMyBaHHS TEKCTOBMX KOPNYCIB, i, NepLy 3a Bce, NPMHUMAM Ta Lini CTBO-
PEHHS CEMAHTMYHOrO MPOCTOPY BCIX TPbOX CheuianbHOCTeN, NPU3BENN A0 Pi3KOi Pi3HWLI MK KINIbKICHUMW 3Ha4YeHHAMMN
BCiX TPbOX YaCTOTHUX CIIOBHUKIB. ABTOPW NMOBIPHICHO-CTAaTUCTUYHOI MoZeni XiMiYHOro MalunHobyayBaHHsS nparHynu pis-
HOMIPHO PO3NOAINUTY TEKCTOBI OAMHMLI MO YaCTOTHOMY CMOBHUKY Ta ANs LUbOro Bigbvpanu TeKCTH, WO Manu NpakTMyHO
CMinbHi TeXHIYHI Nnpobnemu, i, BignoBigHO, NOBTOPKOBAHI NEKCUYHI OAMHMLI, WO onucyBany Ui npobnemu. Liboro 6yno nerko
OOCArT1, CTBOPUBLLM NPOCTY Ta AOCUTb OOMEXeEHY CxeMy CeEMaHTUYHOIO NPOCTOPY, LLO BKIOYAE Kinbka Nnpobnem, siki cTo-
CytoTbCst Npobnem uiei cnewianbHocTi. Te x came 3pobunu 1 aBTopy TEKCTOBOTO Kopnycy aBToMobinebyaysaHHs. Lo x oo
aBTOPIB TEKCTOBOrO KOPMYCY €NEeKTPOTEXHIKM, TO BOHW HaMaranucsi BKMHOYMTM MPaKTUYHO BCi HAYKOBO-TEXHIYHI Npobnemm
Liei cneuianbHOCTI 4O CeMaHTUYHOIO NPOCTOpY. ToMy, No-nepLue, B MEXax CaMoro YaCTOTHOIO CIOBHMKA ENEKTPOTEXHIKN
cnocTepiranucs piski BigMIiHHOCTI B KiNbKICHUX 3HA4E€HHSAX MiXX BUCOKOYACTOTHOIO Ta HM3bKOYaCTOTHO 30Hamu. [o-apyre,
NPV NOPIBHSAHHI KiNbKICHUX 3Ha4Y€Hb TPbOX NMOBIPHICHO-CTATUCTUYHUX MOAENEeN, SKi 04iKyBanucst NPakTUYHO iAeHTUYHUMN,
[OaHi CrOBHMKA 3 ENEKTPOTEXHIKM MOBHICTIO BiAPI3HANMNCA Bif 3HAYEHb CMOBHWMKIB XiMiYHOrO Ta aBTOMOBINbLHOrO OyAyBaHHS.
B pesynbrati gocnigXeHHs aBTopy 3anpornoHyBanu AOTPUMYBATUCS OAHIET 3 4BOX YMOB Npu (hOpMYyBaHHI TEKCTOBUX KOp-
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nyciB: AKWO nepenbadvaeTbCsi BpaxyBaHHs AKkOMora BinbLUOi KiMbKOCTI TeXHiYHKMX npobrnem, To HeobxiaHO abo 3HayHO
30iNbLUMTM PO3Mip TEKCTOBOIO KOpycy, abo peTenbHille niginTn 4o Bigdopy TEKCTIB.
KniouoBi cnoBa: ceMaHTUYHMI NPOCTIp, MMOBIPHICHO-CTAaTUCTUYHA MOZENb, CITOBOBXMBAHHS, YaCTOTHUIA CMOBHMUK,

YaCTOTHa 30Ha.

Problem statement. Literature review. The
presentation of statistical data in linguistics plays a
decisive role in determining the type of discourse, i.e.
classifying a text as belonging to a particular func-
tional style. It is quantitative values that are consid-
ered the main reasons for including texts in a text col-
lection [1; 2]. Why is it so important to classify a text
as referring to a particular type of discourse? First of
all, because computer translation is much easier if the
text is a part of, for example, a scientific and techni-
cal discourse [3]. Such types of texts are usually so
formalized, structurally identical [4], devoid of emo-
tional coloring and, consequently, of a large number
of idiomatic phrases, i.e. they use a strictly limited
amount of data from certain levels of language, are
subjected to the semantic inventory of sublanguages,
etc., that a computer can translate such a text much
more easily, i.e. with a minimum number of errors
[5; 6; 7].

However, it is not only a matter of the possibili-
ties of computer translation, but also of achieving the
didactic goals, since corpus linguistics is at the inter-
section of the tasks of theoretical and applied linguis-
tics. Since the applied linguists (teachers, translators,
etc.) use computer corpora in teaching languages
and to solve their professional problems it has been
showed on the basis of specific systems implemented
on a machine how the principle of targeted under-
standing of a language text is embodied in practice
[8; 9].

Task Statement. The purpose of the article is to
consider and describe the statistical data characteriz-
ing probabilistic-statistical models of specialties, the
texts of which are referred to scientific and technical
discourse, and also to explain the reasons for obtain-
ing such data.

Base material. In order to obtain the results that
could substantiate certain differential and integral
characteristics of the compiled probabilistic-statis-
tical models [10], three frequency dictionaries were
considered — on chemical engineering, automotive
engineering and electrical engineering. It is notewor-
thy that all three specialties do not have common the-
oretical themes, which may possibly make the results
of the analysis the style-distinguishing markers for
any text corpora referred to scientific and technical
discourse.

Along with the description of quantitative param-
eters of the frequency dictionaries presented in this
article, it was decided to take as an example some

(best of all — the most frequent one, in order to oper-
ate with the reliable values) component of the dic-
tionaries. For the description, the nouns functioning
in the text corpora of the mentioned specialties were
chosen.

So, let’s describe first one of the dictionaries. The
entire frequency dictionary, i.e. the probabilistic-
statistical model of the specialty chemical engineer-
ing, consists of 6589 words. In order to carry out the
research with statistically reliable data, the entire list
was divided into two zones — high-frequency and
low-frequency. The high-frequency zone includes the
first 2000 words, which, being the most frequently
used, cover almost 89% of the examined texts. These
words represent the core of the probabilistic-statisti-
cal model of texts in this specialty, normally called
the “base dictionary”. The remaining 4589 words
are assigned to the low-frequency zone. Both other
dictionaries (automotive and electrical engineering)
were similarly also divided into a base dictionary,
including the 2000 most frequent words, and the rest,
in which words with low frequency of occurrence
function.

The units of the base dictionary of automotive
engineering (two thousand words) cover 83% of the
text corpus. The low-frequency zone includes 5037
text units.

The base dictionary of the electrical engineering
specialty, i.e. the first 2000 words, covers 79% of the
text corpus. The low-frequency zone includes 6308
words.

If we analyze the presented statistical data, we can
state the following. The lowest coverage of the text
corpus is for the electrical engineering specialty, the
highest is for chemical engineering, and the automo-
tive engineering specialty occupies an intermediate
position. In addition, the list of the base dictionary
ends at number 9 in the chemical engineering spe-
cialty, and at the automotive and electrical engineer-
ing specialties at number 7.

How can such a severance in the data values
on coverage extent in the three described text cor-
pora be explained? Here it is necessary to mention
such a parameter necessary for corpus linguistics
as the formation of the semantic space of the spe-
cialty, which covers technical topics describing the
main phenomena and objects of the specialty. In the
chemical engineering model, a more uniform distri-
bution of vocabulary units is presented, the reason
for which is undoubtedly the high concentration of
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texts of similar topics included in the text corpus. We
can conclude that the author sought to find texts in
journals of the corresponding specialty that would
record practically the same lexes, i.e. practically the
same research problems. The text corpora of automo-
tive engineering and especially electrical engineering
practically lack such uniformity, since the authors of
these probabilistic-statistical models tried to cover
as many thematic problems of their specialties as
possible.

Let us consider the low-frequency zone of these
three frequency dictionaries, which, according to many
researchers, is not only a potential reserve for future
most frequent text units, but also a place where most
terms are concentrated. The number of words included
in this zone in the dictionary of chemical engineering
is 4589; in the dictionary automotive engineering —
5037 units; in the dictionary electrical engineering —
6308 units. Here again we can talk about the degree
of uniformity of text unit distribution, but not only. It
is obvious that most terms in the texts chemical engi-
neering have moved to the base list (this is also evi-
denced by the number 9 at the end of the basic diction-
ary). The same can be said about the terminological
units of the automotive engineering specialty, since
the number of words in the low-frequency list differs
only slightly from the list in the dictionary of chemical
engineering (only by almost 400 words). But the dic-
tionary of electrical engineering has a significant dif-
ference in this matter — almost one and a half times the
difference from the two mentioned dictionaries. Such
a sharp severance in quantitative values between the
high-frequency and low-frequency zones is a feature
of a certain dissonance in the selection of theoretical
and applied problems that the authors found in the
studied journal articles. That is, if the authors of the
dictionaries of chemical engineering and automotive
engineering have adhered to a certain strategy of accu-
mulating text resources and sought to record works
dealing only with theoretical or only applied objects,
then the author of the dictionary of electrical engineer-
ing tried to cover as many works as possible in their
nature. Therefore, most text units have moved to the
low-frequency zone. Theoretical scientists special-
izing in the fields of corpus, computer and structural
linguistics [11; 12; 13] recommend adhering to an
average strategy when selecting texts for a text cor-
pus, which is demonstrated in the other two frequency
dictionaries. This does not mean that the dictionary
on electrical engineering has no scientific or applied
value, on the contrary, it is a kind of model and one of
the illustrative examples for young scientists who are
going to form probabilistic-statistical models of vari-
ous types of speech for all purposes.

Now let us consider the place of nouns in the
probabilistic-statistical models of the three special-
ties. In each of the three basic dictionaries, nouns
dominate over other parts of speech. They account
for 44-56% of all registered words. Many scientists
have paid attention to this characteristic of scientific
and technical text, which is typical for different spe-
cialties. The reason for the nominal nature of scien-
tific and technical discourse is the high information
content of nouns [14]. The nominative function of a
noun makes it especially important in describing var-
ious technical objects and phenomena. Since a fairly
large number of nouns belong to the terminological
layer of vocabulary, linguists argue that the main ter-
minological fund consists of nouns.

The number of nouns in the basic dictionary of
each specialty is as follows: in the dictionary of chemi-
cal engineering — 955 words (i.e. almost 50% of the
entire base dictionary) and their absolute frequency
fluctuates from 811 to 9; in the dictionary of automo-
tive engineering — 1025 nouns (more than 50%), their
absolute frequency fluctuates from 2126 to 7; in the
dictionary of electrical engineering — 883 words (46%)
with an absolute frequency from 3164 to 7.

The presented quantitative values allow us
to draw the following conclusions. Firstly, they
fully confirm the opinion of linguists about the
dominance of nouns over other parts of speech in
the texts of scientific and technical discourse (in
our case, in the base dictionaries of specialties).
Secondly, the statistical data once again testify to
the fundamental difference in the selection of texts
by the authors of these three probabilistic-statistical
models. If we pay attention to the huge difference
between the maximum values of nouns in the base
dictionaries (in chemical engineering the maximum
frequency is 811, in automobile engineering 2026,
i.e. more than twice as much, in electrical engineer-
ing 3164) with almost the same number of words
(in electrical engineering even less than in the other
two dictionaries), then, of course, the content of the
text corpus of the specialty chemical engineering
from the point of view of the uniformity of the text
distribution on practical problems of this specialty
can be considered the most successful. The almost
three times greater maximum value of nouns in the
dictionary on electrical engineering shows that the
terms with a high frequency of use are presented in
the base dictionary (for example, current F=3164,
voltage F=1465, frequency F=482 load F=360,
phase F=334, etc.). They are few because most of
them, as already indicated, are concentrated in the
low-frequency zone. As in the previously presented
other quantitative values, the maximum value of the
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noun list in the dictionary on automotive engineer-
ing occupies an intermediate position.

Next, we calculate the percentage of coverage of
these lists of nouns of these specialty base diction-
aries: 955 nouns in the base dictionary of chemical
engineering have a total absolute frequency of 51,641
tokens, the percentage of coverage of the entire text
corpus is 26%.

As already mentioned, the base dictionary of auto-
motive engineering contains 1,125 nouns. The cumu-
lative frequency of these nouns is 67,889 tokens,
while the coverage of the corpus texts by these nouns
is 29%.

The frequency dictionary of electrical engineering
in the high-frequency zone, i.e. the basic dictionary,
contains 883 nouns. In the examined texts, they are
represented by 53,125 tokens, which covers the texts
by 27%.

It can be seen that the percentage of coverage of
text corpora by nouns in all three specialties is almost
the same. The automotive engineering dictionary
is slightly higher, which is natural because it has a
larger number of words. So, this phenomenon can-
not be explained by any special reasons. But what
attracts attention is the quantities of nouns in the
electrical engineering dictionary. Having the smallest
number of words (883 words) compared to the lists
of the other two specialties, the nouns in this text cor-
pus are in no way inferior to, for example, the level
of coverage of texts by nouns in chemical engineer-
ing, but even exceed it (53125 and 51641, respec-
tively). This is explained by the fact that the majority
of the most frequent words-terms expressed by nouns
(examples are given above) are in the high-frequency
zone of the list.

Let’s consider another quantitative values — the
percentage of coverage of the low-frequency zone of
the list by nouns. The value in the three described
basic dictionaries turned out to be somewhat unex-
pected: 3% for the specialty chemical engineering
and 2% each for automotive engineering and electri-
cal engineering. Of course, for the specialty chemical
engineering this value should be higher than in the
other dictionaries, since the low-frequency zone here

began with the number 8, but still it turned out to be
almost the same everywhere. Although the number
of words in this zone for the specialty electrical engi-
neering is significantly higher than in the other two
dictionaries, this does not affect the number of nouns
on their level of coverage, which turned out to be the
same as in the dictionary chemical engineering and
automotive engineering.

Conclusions.

1. Despite the fact that the probabilistic-statistical
models under consideration belong to the same type
of discourse — scientific and technical — the quantita-
tive data of one of the three dictionaries differ signifi-
cantly from the other two (chemical engineering and
automotive engineering), which can serve as a basis
for further study of such sharp differences.

2. It was determined that significant differences
in the numerical values of one of the three frequency
dictionaries from the ones (values) of the other two
frequency lists under consideration are caused by
the lack of uniformity of the distribution of values in
the dictionary of the electrical engineering specialty.
Such a phenomenon is usually observed if the author,
when compiling the text corpus, tries to cover as
wide a range of topics and problems of the specialty
as possible.

3. The recorded differences demonstrate the fol-
lowing conclusions of the authors: if the authors of
frequency lists prefer uniformity of distribution of val-
ues to a greater coverage of technical problems of a
particular specialty, then they can expect sharp jumps
in values, opposition of high-frequency and low-fre-
quency indicators, impossibility of performance of a
comparative analysis with other statistical objects and
other researching procedures. Therefore, it seems that
the only alternative between the desire for uniformity
of distribution of values (and at the same time loss
in thematic problems of specialties) and the desire to
cover as many problems of a particular specialty as
possible is the fulfillment of at least one of two param-
eters: a) a significant increase in the volume of the text
corpus; b) a more careful selection of texts and special
attention to the terms used in the texts that describe a
particular problem or object of study.
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