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The article highlights the resource-based approach to the study of political Internet discourse, which is productive due
to its representativeness of the peculiarities of the communication process within it. The author emphasizes that, first of all,
it is about the desire to influence the interlocutor (reader, listener, viewer), which is determined through explicit and implicit
suggestibility, which prevails over evaluation. The author presents political Internet discourse as a special type of discourse
within which emotionality is actualized (although rational arguments are present). This, according to the author, leads to
the understanding of the latter not so much as a sphere of persuasion as of influence and manipulation.

The article emphasizes that within the framework of the above-mentioned discourse, it is productive to study the
mechanisms of linguistic influence on the addressee (mostly mass, sometimes group or individual), who is in conditions of
conflictogenic communication. The author emphasizes that it is also advisable to take into account the work of influence
mechanisms actualized by the chosen strategy when studying political Internet discourse as a source of data for linguistic
analysis. Thus, the communicative and pragmatic aspect of the use of the language poly system in the political sphere is
in line with current trends in the study of its structure and other features.

The researcher notes that modern political communication is characterized by a continuous struggle of ideologies,
represented in the clash of opposing interests and the increased distortion of data actualized within it. Thus, the work with
the latter aims to create a positive/negative attitude towards the subjects of the russian government’s activities — Ukrain-
ians, their worldview and intentions, results, and cultural achievements. The author emphasizes that political Internet
discourse’s communicative-pragmatic and resource aspect has several gaps. This state of affairs is explained by the fact
that each variant of political language is distinctive, not to mention the limited nature of its research by certain approaches.
The above-mentioned makes the present study relevant, as it presents an innovative (resource-based) approach to the
language poly system (in particular, political Internet discourse) as a data center that can be verified, validated, etc. for
further linguistic analysis.

Key words: discourse, political Internet discourse, analysis of Internet discourse, text analysis, machine learning,
artificial neural networks.

CraTTa BUCBITNIOE PECYPCHUI NiOXi4 OO0 BUBYEHHS NONITUYHOTO iHTEPHET-AUCKYPCY, KU € NPOAYKTUBHUM Yepes CBO
penpe3eHTaTUBHICTb LLOA0 0COBNMBOCTEN KOMYHIKaTVBHOMO NPOLLECY Y Oro Mexax. ABTOp NiAKPECTIOE, Lo, NEePLLO Yep-
rot0, MOBUTBLCS NPO NMParHEHHs BNNMBATK Ha cniBbecigHuKa (YnTava, cnyxaya, rmsagava), Wo BU3Ha4YaeTbCs Yepes ekcnni-
dhikoBaHy ¥ iMnnigikoBaHy CyreCTUBHICTb, WO NPeBantoe Hag OuiHHICTIO. [peactaBneHo NONITUYHNI IHTEPHET-ANCKYPC 5K
0COOMMBUIA BUA AUCKYPCY, Y MEXax sIKOro BiabyBaeTbCs akTyanisaulisi EMOTUBHOCTI (xo4a pauioHasibHi apryMeHT MatoTb
micue). Lle, Ha aymKy aBTOpa, CNPUYMHSAE PO3YMiHHSA OCTAHHLOTO HE CTiflbkU CHepo NePEKOHaHHS, CKiNbKW — BNNMBY Ta
MaHinynsuin.

Y cTaTTi NigKpecneHo, WO y Mexax BULLEe3a3Ha4YEHOro AMCKYPCY MPOOYKTUBHWUM € BUBYEHHSI MEXaHi3MiB MOBHOrO
BMNMMBY Ha agpecata (nepeBaHo MacoBOro, Yacom — rpynoBoro abo iHAMBIAYyanbHOrO), KU 3HaX0AWUTbCS B YMOBaX KOH-
riKTOreHHOro cninkyBaHHs. ABTOP MiAKPECIIOE, L0 AOUINIbHO TakoX BPaxoByBaTU MPU SOCHIMKEHHI NONITUYHOrO iHTEp-
HET-AUCKYPCY SIK [Kepena JaHuX Ans NiHrBiCTUYHOro aHanidy poboTy MexaHi3miB BNnuBY, akTyanisoBaHy obpaHoto cTpa-
Terieto. OTxe, KOMYHIKaTUBHO-NParMaTUYHUIA acnekT BUKOPUCTAHHA MOBHOI NMOMICUCTEMM Y NMOMNITUYHIN cdepi CyronocHUi
aKTyanbHUM TEHOEHLISM JOCMIMKEHHS il CTPYKTYpU Ta iHWKX ocobnueocTen.

HocnigHuk 3a3Havae, Lo Ana Cy4acHOoi MOMiTUYHOI KOMYHiKaLii npuTamaHHo € HenepepBHa BopoTbba igeonorii,
penpeseHTOBaHa Y 3iTKHEHHI NPOTUNEXHMX IHTEPECIB | MOCUEHOMY BUKPUBEHHI akTyani3oBaHuX Y il Mexax gaHux. Tak,
poboTa 3 OCTaHHIMK Ma€e 3a METY CTBOPEHHS! MO3MTUBHOIMO/HEraTMBHOTO CTaBMNEHHS 40 Cy0 eKTIB AiANbHOCTI POCINCBKOro
ypsgy — yKpaiHuiB, iX cBiTornagy i HamipiB, pe3ynesraTiB Ta KynbTypHUX HagbaHb. ABTOP akUEHTYE yBary Ha TOMY, L0
KOMYHIKaTMBHO-NparMaTu4H1n Ta PeCypCHUIM acnekT NONiTUYHOrO iHTEPHET-AUCKYPCY Mae HU3KY NakyH. Takuii cTaH cnpas
MOSICHIOETLCA TUM, LLO KOXEH BapiaHT NOMiTUYHOI MOBM € CaMOBYTHIM, HE KaXKy4mn BXe Npo 0OMEXEHICTb Noro JoChiaxeHb

162



3akapnarceKi ¢inonoriudi cryaii

neBHMMM nigxodamu. BullesasHayeHe Npoaykye akTyanbHICTb NPEACTABNEHOro AOCHIMKEHHS, B MEXax IKOro penpeseH-
TOBaHO iHHOBAUiNHUIA (pecypcHuin) nigxig 40 MOBHOI MoficucTeMmn (30Kpema, NoniTUYHOro iHTEePHET-AUCKYPCY) came sk
ocepeaky AaHux, SKki MoXHa BepudikysaTy, BanigyBaTv TOLLO 3 METOIO MOAASBLUOIO MiHMBICTUYHOMO aHaniay.

KniouyoBi cnoBa: OuUCKypc, NONITUYHUIA IHTEPHET-ANCKYPC, aHani3 iHTepHET-AUCKYPCY, TEKCTOBUIA aHani3, MallnMHHe

HaBYaHHS, LWUTYYHi HEMPOHHI Mepexi.

Statement of the problem in general terms and
its connection with important scientific or practical
tasks. An integral element of the political system
is factually motivated political Internet discourse
(structurally, it is a construct created from political
and Internet discourse itself), the peculiarities of
which can be illustrated by the example of the full-
scale russian-Ukrainian war. Within the framework
of the latter, the authorities of the above-mentioned
country have actualized several narratives aimed at
motivating the phenomenon of russian ontology, in
particular, in the context of the interaction between
“I — Others” or “Ours — Others”.

Naturally, the narratives actualized by the rus-
sian authorities are purely political, and thus play
a worldview role, substantiating the idea of the
“russian world” and constructing the “correct”
perception of events. At the same time, the above-
mentioned narratives, i.e., how processes in Ukraine
and Ukrainians are represented in the political
environment and the media, shape the attitude of rus-
sian society toward them. First of all, such narratives
affect the development and implementation of rus-
sia’s policy, as well as the results of the upcoming
elections in this country, and the attitude of pro-
russian countries to our state and citizens. In turn,
this affects the opportunities available to Ukrainians
abroad, the ability of the latter to exercise their rights,
and affects their integration processes in the most
general sense.

It is noteworthy that the actualization of rus-
sian narratives is naturally fueled by an information
campaign that includes a whole galaxy of false
information (propaganda, misinformation, and
disinformation). At the same time, globalization and
integration processes are developing, which in some
way resonate with the above: for example, political
communication is developing rapidly. The genesis of
the latter produces a change in the stylistic structure
of political texts, the emergence of new and more
effective ways of influencing the consciousness of its
objects (listeners), the actualization of allusions and
various globalization manifestations (intertextuality,
intermediality and interaudience).

The pivotal role in the above-mentioned
communication is played by texts in this area, which
is the object of study of political linguistics, which
usually conducts a comparative analysis of political
(Internet) discourse. The latter allows us to determine

the dominant trends of both global, national, and local-
state character. Naturally, political texts are often
representatives of certain narratives (in the context of
the russian-Ukrainian confrontation, we are talking
about toxic narratives). In turn, such narratives
coexist with hate speech (recall the sentiment analysis
of the text), intolerance and discrimination (study of
vocabulary and semantics), and the actualization of
several false data (linguistic analysis of propaganda,
misinformation, and disinformation).

Usually, the wording used in discussions of certain
issues that naturally affect the understanding of social
processes, existing problems, and public policy issues
is indicative of the linguistic side. For example, rus-
sian Internet discourse is characterized by the use
of vocabulary that dehumanizes Ukrainians and
depersonalizes them, turning them into a resource,
mass, etc., helping to justify the government’s
aggression. In particular, statements that represent
Ukrainians as “Others” and “Not like us” and so on
produce discrimination against other nationalities
(and not only minorities) in russian society and lead
to the expansion of intolerant thinking and behavior
in general. One of the manifestations is the genesis
of hate speech in russian Internet discourse alongside
the established discrimination of the “Other/Others”
and fellow citizens.

In our opinion, the effectiveness of the analysis
of both political and Internet discourse (in particular,
political Internet discourse) is directly related to the
approaches to it as an object of study. The above-
mentioned parameterization of this process within
the framework of linguistics (in particular, political
linguistics) is possible, but we consider the resource
approach to be productive. The latter allows us
to expand the specific linguistic tools with the
methodology of data science, statistics, etc. In this
approach, a political text is perceived deeper than just
a set of certain elements of the language poly system,
each of which can be studied.

Instead, the perception of political Internet
discourse as a resource or source of data modifies the
entire causal series and the logic of its processing and
research within linguistics. Under such conditions,
a text is studied not only in the context of its
parameterization (language levels, units, structure,
etc.), discursively (as a logical and natural result of
a broader context), but also resourcefully (features
of the data represented, validation, updating,
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representation of the latter and methods of their
processing in the context of data science, machine
learning, etc.).

Analysis of the latest research and publications
that have initiated the solution of this problem
and on which the author relies. The problem of
political Internet discourse as a source of data for
linguistic analysis is quite complex, which produces
its multilayered nature and leads to its actualization
in several interdisciplinary and integrated researches.
First of all, the nature of the above-mentioned
problem is related to the analysis of the data of
this discourse, which, in turn, produces appeals to
data science, analytical and synthetic information
processing, machine learning, and the like.

In particular, the socio-cultural aspect of the
problem was studied in the research of P. Lorenz-
Spreen et al. [5], in which the authors analyzed the
causal relationship between the global spread of digital
media and the decline of democracy. The researchers
tracked the occurrence of causal and correlation data
(496 items), highlighting the connection between the
mainstreaming of digital media and several political
variables.

A criticism of the analysis of social networks
in the context of considering their users as certain
nodes or data centers is made by N. Botzer and
T. Weninger [6], in which the authors investigated
the specifics of online communication using natural
language processing (hereinafter — NLP). The
scientists emphasize that the established positioning
of users as the above-mentioned cells leads to the
perception of concepts or narratives actualized in
social networks as certain streams. Accordingly,
the latter pass through or past such social network
centers, being actualized immediately (in the first
case) or delayed (in the second case).

The study of sentiment analysis (emotional
vocabulary) is devoted to the research of T. Widmann
and M. Wich [20], in which the authors note that such
studies are often based on sentiment dictionaries that
focus on positive or negative tone. According to the
scientists, this approach has several disadvantages,
as the above-mentioned dictionaries are adapted to
non-political areas and actualize the “Bag of words”
approach in their research.

The analysis of the functioning of political blogs
as components of political Internet discourse is
contained in the research of M. Cornfield et al. [7].
Scientists position the functioning of political blogs
and mass media as elements of information noise
in the context of increased correlation of their data
representation. The issue of actualization of false data
(propaganda, misinformation, and disinformation) in

political Internet discourse is further explored in the
research of M. Gupta et al. [8], in which the authors
emphasize that fake news creates a polarization of
society.

Scientists argue that people’s political beliefs and
cultural values usually correlate with the extent to
which they believe in false content shared on social
media. The researchers are studying the impact of
people’s political beliefs and cultural values on the
likelihood of fake news using a repeated measures
method (which exposes people to different fake news
scenarios). The results of an online survey based
on questionnaires collected from participants in the
United States of America and India confirm that
conservative people tend to be more likely to validate
fake news. The authors note that this study adds to
the knowledge of the characteristics that make people
more likely to trust fake news.

The peculiarities of using neural network
models (in particular, large language models;
hereinafter — LLM) are highlighted in the research of
S. Feng et al. [9] in which the authors identify data
sources for their training (news, discussion forums,
and online encyclopedias). They note that most of the
above data sources and the data itself are politically
and socially biased. The researchers emphasize
that the analyzed paper develops new methods for
measuring political bias in LLMs trained on the above
data (socioeconomic) and subsequent LLMs trained
based on the first models with specific political bias.

The above issue in the context of the phenomenon
of digital literacy is studied in the research of
A. Guess and K. Munger [10], where the authors
highlight the correlation between the spread of
disinformation and other artifacts and media literacy.
The researchers emphasize that there is a significant
difference in the levels of digital literacy among the
population, which has an age correlation. The genesis
of opinion formation in Internet discourse (based on
the example of comments on various YouTube videos
related to COVID-19) is presented by S. Gupta,
G. Jain, A. Tiwari [11]. In the analyzed research,
the authors note that polarization caused by social
media through selective access to information on the
Internet during the COVID-19 pandemic has become
a major cause of concern for countries around
the world. The researchers analyze the temporal
dynamics of polarization in the COVID-19-related
Internet discourse and emphasize that the degree
of polarization in the Internet discourse has grown
exponentially with the pandemic.

The tools for studying political Internet discourse
are discussed in the research of M. Osnabriigge,
E. Ash, M. Morelli [14], in which the authors present
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and evaluate the use of supervised learning for cross-
domain topic classification. The authors note that in
this approach, the algorithm learns to classify topics
in a labeled source corpus and then extrapolates them
to an unlabeled target corpus from another domain.
The researchers emphasize that the ability to use
existing training data makes this method much more
efficient than intra-domain supervised learning.

The potential of digitalization processes (in
particular, their tools) for studying political
Internet discourse is illustrated by the research of
S. Srivastava [18], in which the author demonstrates
the features of classification algorithms. According
to scientist, the latter, which are actively used by
companies such as Facebook, Google, and Amazon,
actualize unsupervised and semi-supervised machine
learning on huge databases to detect objects (faces,
text processing, etc.) to model predictions for
commercial and political purposes. The researcher
focuses on the phenomenon of algorithmic control,
which has been criticized by a wide interdisciplinary
scientific community. This resonance was caused
by several shortcomings identified by scientists,
including mass surveillance, information pollution,
behavioral herding, bias, and discrimination.

A logical continuation of the previous
researches is the study of political discourse by
E. Hyvonen et al. [16], in which the authors present
a new open infrastructure called ParliamentSampo.
The latter, according to the scientists, is a tool
for studying parliamentary culture, language, and
activities of politicians in Finland. The researchers
emphasize that for the first time, the entire time series
of about one million plenary speeches of the Finnish
Parliament has been converted into data and unified
formats, including CSV, Parla-CLARIN, ParlaMint,
and RDF Linked Open Data (LOD).

The study of the phenomenon of prejudice in the
context of social ontology and cultural genesis is
continued by S. Schweitzer, K. Dobson, A. Waytz [17],
which analyzes 4 national representative research. The
latter found evidence of bias in people’s perception of
opposing points of view expressed in Internet discourse.
In particular, the researchers summarize the results of
the analyzed studies, focusing on the peculiarities of
attributing the authorship of certain tweets to bots: for
example, American Democrats and Republicans tend
to attribute tweets to bots when they express counter-
ideological views. Thus, the researchers identify a
persistent bias that has implications for online political
discussion and political polarization in general.

The use of hate speech in the context of the
actualization of far-right discourse in Internet
discourse is studied in the research of S. Hagen and

D. De Zeeuw [12], in which the authors note that
most current research focuses on the dangers of
normalizing such language. The scholars emphasize
that most of the above research are based on the
assumption that far-right terms retain problematic
meanings over time and on different platforms. The
researchers consider contextual changes in meaning
to be a pivotal factor in assessing the normalization
of problematic but vague terms with the dynamics of
their spread on the Internet.

Thus, the authors highlight the changing meaning
of the term “based”, a word that was borrowed
from Black Twitter and became a staple of the far-
right’s online vernacular in the mid-2010s. Using a
qualitative and quantitative cross-platform approach,
the researchers analyzed the evolution of the term
between 2010-2021 on Twitter, Reddit, and 4chan.
The researchers found that although the far-right
meaning of the aforementioned term “based” has
partially been preserved, it has become diffuse in the
process of being actualized by other communities.
This happened due to the processing of the core
meaning: “not worrying about other people’s
opinions”, and “staying true to yourself” with a
layer of political connotations. In turn, the above,
according to the authors, calls into question the
understanding of far-right memes and hate speech as
having a single and stable problematic meaning. The
various meanings and subcultural functions of the
analyzed word in specific online communities prove
the veracity of the scientists’ hypothesis.

The study of digital sovereignty as a component
of European information policy is localized in the
research of D. Lambach and K. Oppermann [13],
in which the authors highlight the functioning of
the phenomenon in the example of Germany. The
researchers localize several meanings attributed
to digital sovereignty in German political Internet
discourse. First of all, they talk about the digital
structure for reconstructing the narratives involved in
the formation of the above meanings.

Thus, the analysis of the historiography on the
study of political Internet discourse as a source of
data for linguistic analysis allowed us to track the
core trends in contemporary scientific discourse and
localize gaps in existing research. Despite the leading
role of political Internet discourse in several social
sciences (sociology, political science, linguistics,
etc.), natural sciences (physics, biology, chemistry,
etc.), and sciences of thought (philosophy, logic,
psychology, etc.), the analyzed historiography shows
a lack of research on this type of data in the context
of its analysis, processing, and actualization (for
example, in the context of data science, machine
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learning, etc.). Our research aims to fill this gap and
study the peculiarities of the above-mentioned type
of discourse in the context of data research.
Highlighting the previously unresolved parts
of the general problem to which this article
is devoted. The aforementioned resource-based
approach to the study of political Internet discourse is
productive because of its representativeness in terms
of the peculiarities of the communication process
within it. First of all, we are talking about the desire
to influence the interlocutor (reader, listener, viewer),
which is determined through explicit and implicit
suggestibility [19], which prevails over evaluation.
The above produces the positioning of political
Internet discourse as a special kind of discourse,
mainly actualizing emotionality (although rational
arguments do take place). This, in turn, leads to the
understanding of the latter not so much as a sphere of
persuasion as a sphere of influence and manipulation.
Thus, within its framework, it is productive to
study the mechanisms of linguistic influence on
the addressee (mostly mass, sometimes group or
individual), who is in conditions of conflictogenic
communication. When studying political Internet
discourse as a source of data for linguistic analysis,
it is also advisable to take into account that the study
of influence mechanisms is actualized by the chosen
strategy. Thus, the communicative and pragmatic
aspect of the use of the language poly system in the
political sphere is in line with the current trends in the
study of its structure and other features.
Contemporary  political communication is
characterized by the continuous struggle of ideologies
(agonality), which is represented in the clash of
opposing interests and the increased distortion
of data. Working with the latter aims to create a
positive/negative attitude towards the subjects of
the russian government’s activities — Ukrainians,
their worldview and intentions, results, and cultural
achievements. Several integrated, relevant researches
are not included in our review of historiography in
this research, as it has certain space requirements.
However, the communicative-pragmatic and
resource aspect of political Internet discourse has
several gaps. This state of affairs is explained by the
fact that each variant of political language (texts) is
distinctive, not to mention the limited nature of its
research by certain approaches. The above-mentioned
determines the relevance of our research, in which
we present an innovative approach to the language
poly system as a source of data that can be verified,
validated, etc.
Formulation of the article’s objectives
(statement of the task). 7/e purpose of the article is

to consider the peculiarities of analyzing the texts of
political Internet discourse as an object of research.
The subject is the specifics of the above phenomenon
in the context of data processing and the functioning
of the artificial neural network as an innovative tool
of linguistic science.

Presentation of the main research material with
full justification of the scientific results obtained.
The resource-based approach to political Internet
discourse as a source of data (in particular, for
linguistic analysis) naturally produces preprocessing
of the latter. The point is that to validate certain data
that we plan to use for linguistic analysis (classical or
mediated by neural network modeling), it is necessary
to understand their specifics and features.

If we are talking about Internet discourse (in
particular, political discourse), then it is necessary to
first understand what kind of media, according to the
Law of Ukraine “On Media” are considered online
media [4]. First and foremost, these are media that
disseminate information while performing a media
function. Thus, according to the Recommendation
of the Committee of Ministers of the Council of
Europe (hereinafter — the Recommendation) [2] on
the definition of:

a) the intention to act as a media outlet (self-
identification as a media outlet, established working
methods, adherence to journalistic standards, etc);

b) the purpose and goals of the activity corre-
sponding to the outlined specifics (breadth of infor-
mation presented: typological and species diversity
of content);

¢) editorial control is in place (there is a certain
editorial policy documented: it refers to the regula-
tory and legal support of the activity);

d) actualization of methods and tools for dissemi-
nating information (based on the thematic focus, tar-
get audience, etc.);

e) meeting public expectations (first of all, this is
a product activity that involves customer orientation:
accessibility, pluralism, reliability, transparency,
etc.).

The above makes it possible to localize the
parameterization of online media in Ukraine, which,
in turn, will make the preprocessing stage more
efficient. Thus, in our country, we will distinguish the
following types of online media:

1. News agencies (for example, Interfax, UNIAN,
etc.).

Such agencies are distinguished by the orientation
of the content they produce, which is primarily
oriented inwardly to the journalistic community (i.e.,
to journalists) rather than outwardly to external users
(readers, listeners, viewers). Thus, such sources are
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characterized by the availability of certain data, as
news agencies accumulate, analyze, and present
them primarily in the format of news (there is no
specific diversity: news, analytics, interviews, etc.).
In the context of true/false data, such agencies are
not a verified source of information, as they publish
both “free” news (familiar to us) and “paid” news on
a completely legal basis.

2.Socio-political media (for example, “Ukrayinska
Pravda”, etc.).

They present different types of information
(news, analytics, interviews, etc.), the information
data is differentiated (topics, types, etc.), and has a
wide thematic focus (from political news to weather
forecasts). As for the validation of the data presented,
it is much higher in such sources (due to species
diversity, reputational risks, etc.), so they can be
positioned as reliable sources.

3. Secondary (relative to the mainstream) media
(for example, 112.ua, nv.ua, Radio Liberty, etc.).

This group includes various branches, the so-called
“subsidiaries”, 1.e., business entities controlled
by other such entities. Naturally, in the matter of
validation of such sources, it is advisable to focus on
the peculiarities of the “main” source: in particular, the
specifics of compliance with journalistic standards,
editorial policy, owners, etc. It should be noted that
this type of media has its peculiarities: for example,
TV channel branches are mostly representative of
the content of the notional primary source and do not
often produce separate content. As for print media
branches, they are gradually disappearing, changing
places: a magazine becomes an appendix to a website
or something else. Instead, foreign media branches
are simply a representation of their content with the
integration of the Ukrainian context (mostly formal).

4. News aggregators (for example, ukr.net, etc.).

In fact, like the next position, they are not
media, as they do not fall under the above points of
the Recommendation, as they simply accumulate
information on a certain platform without adherence
to certain standards and validation. The above makes
it impossible to use such sources as true data, which
is why their actualization (as well as the next item) is
not directly productive for linguistic research.

5. Scavengers sites (for example, ua-vestnik.
com, ukrainianwall.com, newsua.biz, politeka.net,
etc. [3]).

Most of these sites contain emotionally colored
information and a specific domain name (*.cc, *.com,
* pp.ua, *.biz.ua), as well as an original presentation
of data because instead of journalists, the authors are
philologists, copywriters, and others. Sometimes the
source of the information is anonymous or has been

repeatedly identified as a center of false information,
and the editorial contacts are sent to Yandex, Mail.ru,
Rambler, etc. servers [15]. To implement the strategy
of discrediting the Ukrainian authorities, such sources
have updated a well-established set of speech tactics:
accusations, negative injection, stringing together
negative events or consequences, indirect insults,
labeling, humiliating comparisons, etc. The use of
metaphors with a negative assessment of events in
Ukraine, irony, and sarcasm also contribute to the
achievement of the goal of the scavenger sites.

The process of wvalidating political Internet
discourse data for linguistic analysis is directly
affected by the peculiarities of online media funding
as a source of objective data. Let’s divide the above-
mentioned features into three zones (white, gray, and
black — based on journalistic integrity and for ethical
reasons, we will not provide examples for the last
two zones):

White zone

1. Differentiation of data (for example, “Liga.
Zakon”, etc.).

The essence of this approach to media financing is
that some of the information on the resource is free,
while others are paid for. For example, the full text
or the text without advertising of a legal document
on “Liga.Zakon” is paid for, but you can read an
incomplete version for free. This is a productive
feature for the companies that own the resources, but
extremely destructive for the research process, since
the incomplete text cannot be representative, and
therefore its use is not advisable.

2. Financial support from patrons, audience, etc.:
grants or donations (for example, Texty.org.ua, etc.).

It does not affect the validity of the resource’s data,
so it is a productive source for conducting linguistic
analysis using innovative technologies.

3. Placement of advertising (almost any resource).

It is noteworthy that there is a difference between
the editorial policy of the resource and the advertising
policy of the service customers, and therefore the
data on this source may have the opposite meaning.
Naturally, the actualization of innovative tools of
data science, machine learning, etc. has several
drawbacks. For example, it is quite difficult to build a
neural network model training process in such a way
that it can distinguish between “specific” resource
material and “advertising” material.

4. Placement of native or natural advertising
(almost any resource).

Advertising material from a professional journalist
that does not contain manipulation, propaganda,
misinformation, or disinformation. It contains
verified facts but is written by order of the business
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owner or his employees, and the resource directly
informs about its advertising origin. The main feature
1s that it fits into the context of the resource, which
makes the material not striking and looks organic in
the context of the topic, time, and style. It is quite
harmful if considered as valid data, as the financial
component makes it invalid about the reputed data:
it is written to order, and therefore not representative
of the research.
Gray zone

5. Work on the principle of clickbait.

The essence of this approach is the use of headlines
that provoke the reader to click on the link and get to
a certain resource. It is noteworthy that the content of
the headline and the material on the site where we get
to are different. Thus, the reader is disoriented: not
valid for any research, especially in the context of
data preprocessing for linguistic analysis.

Black zone

6. Use of ‘‘jeansa’.

Placing advertising, i.e. paid material without
indicating this, leads to misleading users. Not valid.

7. Actualization of black PR.

The peculiarity of this approach is the paid
placement of false or true, but discreditable facts
about a certain person to receive a monetary reward
from him or her for removing the material. Not valid.

8. Use of stop-list technology.

Receiving a monetary reward for not publishing
certain information. Not valid.

Thus, the analysis of the peculiarities of political
Internet discourse resources for linguistic analysis
has shown several trends in the existence of modern
scientific discourse: in particular, its role in shaping
worldview (public opinion and political beliefs). It
is noteworthy that linguistic research is becoming an
important tool for studying this environment in terms
of understanding its content in the context of working
with false data, manipulations, etc.

At the same time, an important component of
the effectiveness of such studies is the validity of
the collected data, the means of its verification, as
well as several discursive knowledge that allows
for a qualitative analysis process. Since the Internet
discourse is a medium, a space of fluctuations in the
meaning assigned (it is equally dominated by official
statements of politicians and public discussions), the
process of the methodology of its data comes to the
fore. The latter is connected with the need for their

representativeness and reliability for further analysis
since the lack of validation will lead to distortion
of the results and produce incorrect and unreliable
interpretations of any study.

We consider the main methods of the above process
to be: content analysis (will allow us to identify the
core themes and patterns of political texts and ensure
the objectivity and reliability of linguistic analysis);
cross-checking (will produce a study of the results of
linguistic analysis in the context of their correlation
with other sources of political information, confirming
their reliability); expert evaluation (to assess the
compliance of the results with the linguistic patterns
and cultural genesis of political texts); scalability (to
ensure a wide sample (taking into account the volume
and representativeness), which will determine the
validity of the results).

Conclusions from this research and prospects
for further research in this area. Thus, the study
of political Internet discourse as a source of data
for linguistic research is a core element of ensuring
the reliability and objectivity of such works. The
actualization of several methods (content analysis,
cross-validation, expert evaluation, scalability)
produces areliable basis for conducting representative,
reliable, and knowledge-intensive linguistic research.

Perspectives for further research on the analyzed
issues are as follows: automated processing of language
data (improvement of machine learning methods, work
with neural network models of various types and with
different layers and NLP); study of a number of socio-
cultural correlations (tracking the influence of cultural
and social contexts and their correlation on the linguistic
tactics and strategies implemented in the above-
mentioned discourse); analysis of transformational
changes in political Internet discourse (highlighting the
genesis of linguistic patterns, influence strategies and
changes in approaches to building the communication
process); development of validation standards (to
promote consistency and interdisciplinarity of research
implemented within the subject of study); integrated
content research (actualization of video speeches,
audio recordings of speeches, etc. using neural network
modeling); localization of the value of social media
filters and algorithms (studying the impact of the latter
on the representation and dissemination of political
content, researching additional aspects of the problem
of generating false data and manipulations in Internet
discourse).
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