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The convergence of cognitive grammar and machine learning models to analyze fictional texts is a new synthetic
approach in linguistic research. The presented article is grounded on a modern American dystopian text, “The Maze
Runner” by D. Dashner. Dystopian literature is an instance of language use where the author manipulates lexical and
syntactic choices to encode meanings. The paper aims to reconstruct the schematic semantic domains of the image
“labyrinth” by discerning scaffolding lexemes and applying a deep learning model to extract word embeddings. The article
studies the image “labyrinth” as a predication embodied by the complex conceptual matrix following the principles of
cognitive grammar. The schematic semantic domains reflect essential experiences a person acquires while encountering
new objects or concepts. Hence, external factors such as body changes, kinesthetic movements, and sensory exposures
determine the lexemes that comprise the basic semantic domains of the image “labyrinth”. The article identifies the main
nominal semantic domains of the image “labyrinth” such as the Maze, the Box, the Glade, the Cliff, Thomas, and the
Grievers. These terms build a mental map in the reader’s mind and bind the prominent topological landmarks. By applying
the deep learning algorithm word2vec, we further discern the top ten word embeddings that make up these domains.
We analyze the grammatical categories that comprise each schematic semantic domain and check whether the model’s
output can contribute to the generalized inference of the basic domains that construct the image “labyrinth”. The paper
concludes by discussing the consistency of deep learning models with the expected output and limitations that can be
traced by utilizing only a machine learning algorithm. We conclude that the deep learning approach can bring logical
structure to the discerned schematic semantic domains of the image "labyrinth" and highlight their relations. However, the
attained lexemes are sometimes not fully comprehensible and interpretable to rely on in constructing the senses of the
image “labyrinth’.

Key words: image ‘labyrinth”, schematic semantic domain, cognitive grammar, deep learning model.

KoHBepreHuist KOrHITMBHOI rpaMaTuki Ta MoAenen MalUMHHOMO HaBYaHHA AN aHanidy XyOOoXHiX TEKCTIB € HOBUM
CUHTETUYHUM NIAXOAOM Y NIHIBICTUYHUX JOCHIOKEHHAX. MaTepianoM cTaTTicryrye Cy4acHUn ame pukaHCbKUA aHTUY TONIYHUIA
TekcT «Tow, wo Gixute nabipuHtom» [. JawHepa. AHTMyTOMIYHA NiTepaTypa € NPWKNagoM BUMKOPUCTaHHA MOBM, A€
ABTOP MaHINynioe NEKCMYHUMM Ta CUHTaKCUYHUMK 3acobamm Ansa kogyBaHHs cMucniB. MeTa cTaTTi — pekoHCTpytoBaTh
CXEMAaTWUYHI CEMaHTUYHi JoMeHu 06pasy «1abipuHm», BUOKPEMMBLUM OCHOBHI NEKCMYHI OAMHMLI Ta 3acTOCYyBaBLUM
MOAENb rMMOOKOro HaBYaHHA ANs BUOKPEMIEHHS CriB Brn3bKMX 3a 3Ha4YeHHAM. Y cTaTTi gocnigxeHo obpas «s1abipuHm»
AK Npeaukauilo, BTINEHY CKNagHOK KOHLENTYarbHOK MaTpULEKD 3@ MPUHLMNAMKU KOTHITUBHOI rpaMatukn. CxemaTuyHi
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CEMaHTWYHI nons BigobpaxaloTb CyTTEBUM [OCBiA, SKOro HabyBae MOAvHA, CTMKaOYMCb 3 HOBUMM OO’€KTaMu um
NOHATTAMMU. TakMM YMHOM, 30BHILLHI (DAKTOPK, TaKi K 3MiHU Tina, KIHECTETUYHI PyXy Ta CEHCOPHI BMMMBUW, BU3HAYalOThb
nekcemu, WO cknapawTb 6a3oBi cemaHTUYHI AoMeHn obpasy «rabipuHmy». Y cTaTTi BU3HAYEHO OCHOBHI HOMIHATMBHI
oavHuui ki BepbanisytoTb 0bpa3 «iabipuHmy: the Maze, the Box, the Glade, the CIiff, Thomas, i the Grievers. Lli
TepMiHu BUOYOOBYOTb MEHTanbHy KapTy y CBIQOMOCTI YiTaya Ta NOB’A3Yy0Tb MixX CODOK rONOBHI TONOMOriYHI OpiEHTUPK
06pasy. 3acTtocoByuM anropuTM MUOUHHOTO HaB4aHHSA word2vec, MM BMOKPEMIIIOEMO AECATb HaNMOLUMPEHILWMX ChiB,
LLLO YTBOPIOIOTb Li AOMEHWU. AHani3yemMo rpaMaTuyHi KaTeropii, SKi CKnagaroTb KOXKEH CXeMaTUYHUA CEMaHTUYHUIA OOMEH,
i BU3HA4Yaemo, Yn pesynstatn poboTu Mogeni cnpusiTv y3araribHEHOMY BUCHOBKY NPO OCHOBHI 06nacTi, ki KOHCTPYIOKTb
06pa3s «1abipuHmy. Y CTaTTi OLiHEHO Y3ro4XKeHiCTb Mogeni rMnOOKOro HaB4aHHS 3 O4iKyBaHUM pe3ynsTaToM Ta OOMEXEHHS,
AKi MOXXHA NPOCTEXUTU, BUKOPUCTOBYHOUM NWLLE anropuTM. Mu QiAuny BUCHOBKY, WO Niaxig rMMOUMHHOIO HaBYaHHS MOXe
HaJaTun NOrivyHoi CTPYKTYPM CXEMATUYHUM CEMAHTUYHUM AOMeHam obpasy «1abipuHmM» | BUCBITAUTK ixHi 38’A3kn. OgHak
OTPUMaHi NlekceMu iHOAi He € MOBHICTIO 3pO3yMiNMMK Ta IHTEPNPETOBaHNMMU, LWOG HA HUX MOXHa Oyno cnvpatucsa npu
KOHCTpPYIOBaHHI cMucniB 0bpasy «1abipuHmy.

KntouoBi cnoBa: o6pas «1abipuHm», cxeMaTU4HWUI CEMaHTUYHUIA JOMEH, KOTHITUBHA rpamaTuka, anroputm rmmnbuH-

HOro HaB4aHH4A.

Problem statement. People have been intrigued
and fascinated by the labyrinth since ancient times.
Meanders on the chapels’ floors, wooden ornaments
on front doors and ceilings, and constellations of spi-
ral patterns in the cities’ architecture. The labyrinth
has found its textual embodiment in poetry and nar-
rative for many centuries.

Every man can put forward a couple of ideas to
describe the labyrinth. It can be dark or light, cold
or warm, a person can move in it or remain still,
and one can try to reach the end or find the way out.
S. Knobloch studies the key lexemes and semantic
domains that embody the concept of MYSTERY
in detective stories, where the labyrinth appears as
an instance of this concept [6, p. 380]. Although
the mentioned work is not primarily concerned with
the image “labyrinth”, we can highlight a range of
conceptual domains that shape it.

Several scientific endeavors to analyze the image
“labyrinth” was conducted pervasively in the fields
of stylistics, semiotics, and cognitive poetics, that
only partially unveil the intrinsic linguistic features
that incarnate it [9]. The present research takes a new
perspective to characterize the image “labyrinth”
based on cognitive grammar and machine learning
tools. The study is grounded on the contemporary
dystopian text “The Maze Runner” by the American
novelist James Dashner.

Analysis of recent research and publications.
The notion of “image” has come to the literary sty-
listics from ancient Greece, and is rooted in the study
of rhetoric [1, p. 11]. It has been further rethought
through the lens of poetics and narrative studies,
where “image” is treated as the verbal form, which
can be of two types — a language image and a speech
image. Based on the theory of verbal image deve-
loped by L. Belekhova, the verbal image is classi-
fied as a way of organizing the language canvas of
every poetic text, where some knowledge structures
of the world acquire certain physical characteristics
[12]. In this paper, we exploit the sense of the lan-

guage image, which for the purpose of our inquiry,
we define as a unique conceptual domain constructed
by the specific grammatical features and schematic
semantic domains.

The corpus analysis of literary texts is performed
by B. Walker to compare different narrators in Julian
Barnes’ “Talking it Over”; E. Semino and M. Short
strive to find distinctions between direct speech, indi-
rect speech, and free indirect speech, to compare the
distribution of the discourse presentation categories
across sub-corpora of twentieth-century fictional,
journalistic and autobiographical/biographical narra-
tives in a corpus amounting to about 250,000 words.
P. Stockwell utilizes the web application CLiC based
on concordances to link lexico-grammatical and
textual patterns of Dickens’s novels [10, p. 131].
Our research applies more profound deep learning
model — word2vec to construct the schematic seman-
tic domains; we further manually describe the under-
lying grammatical category, utilizing the principles
of cognitive grammar.

The original work on cognitive grammar focuses
on language and its use in real situations. It considers
how the choice of grammatical structures determines
the inference of different conceptual content [3].
The principles of cognitive grammar analyses are
adopted in stylistic by a wide range of linguists
such as M. Giovanelli, C. Harrison, P. Stockwell,
D. Herman, L. Nuttall, M. Freeman, and others.

The aim and tasks of the research. The article
aims to study the schematic semantic domains and
grammar categories of the image “labyrinth” based
on the dystopian text “The Maze Runner” by applying
the principles of cognitive grammar and machine
learning. This paper is a unique scientific endeavor to
incorporate two research methods from the domains
of cognitive linguistics and computer science.
With the continuous tendency in the realm of natural
language processing to establish new and more robust
approaches to encoding human language, we turn out
attention to the cognitive-centered way of language
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formation. The principal tasks of the research are
the following: to discern the intrinsic schematic
semantic domains of the image “labyrinth” based on
the text “The Maze Runner”; to highlight grammati-
cal categories of the image “labyrinth”.

Results and discussions. Cognitive grammar and
machine learning models, as tools for corpus analy-
sis, are primarily concerned with handling language
data in real situations, such as speech acts and texts
of different genres. Therefore, dystopian literature
can be regarded as an instance of language use by
a particular person — an author who linguistically
encodes meanings by exploiting certain lexical and
syntactic choices.

Cognitive grammar has a few fundamental claims:
first, that grammar is symbolic and imagistic in nature,
and second, that cognition shapes language in terms
of its production and comprehension [4, p. 20].
Tackling the aim to reconstruct the schematic seman-
tic domains of the image “labyrinth”, we first discern
the scaffolding lexemes of these domains, further
applying the state-of-the-art deep learning models
to extract word embeddings that compose them.

Cognitive grammar rejects the idea that a semantic
structure reduces to a bundle of features or semantic
markers. Instead, it claims that semantic structures,
called “predications”, are characterized relative to
“cognitive domains”, where a domain can be any
sort of conceptualization: a perceptual experience, a
concept, a conceptual complex, an elaborate knowl-
edge system, etc. [3, p. 31]. In our case, the image
“labyrinth” is a predication realized by the con-
ceptual matrix, which has an open-ended structure.
Such structure presupposes that readers can merge a
conceptual matrix designed by the author with their
extensions, which will craft unique interpretations
of the image “labyrinth”.

R. Langacker states that certain senses are sche-
matic to others, and some represent extensions from
others [3, p. 31]. The basic domains are the expe-
rience of time and our capacity for dealing with
two- and three-dimensional spatial configurations
[3, p. 32]. There are basic domains associated with
the various senses: color space (coordinated with the
extension of the visual field); the pitch scale; a range
of possible temperature sensations (coordinated with
the body’s position); and so on. Most lexical items
have a considerable array of interrelated senses,
which define the range of their conventionally sanc-
tioned usage [3, p. 31].

Hence, the schematic semantic domains mani-
fest some primary experiences that a person acquires
within the first encounter with a new object or con-
cept. We argue that lexemes that comprise the basic
semantic domains of the image “labyrinth’ are pre-
determined by some external factors, such as body
changes of a character in space and time, kinesthetic
movements, and sensory exposures. Therefore, on
the grammatical level, we expect to discern open-
class elements, such as nouns, verbs, and adjectives.
The nominal scaffolding terms of the image “/aby-
rinth” are the Maze, the Box, the Glade, the CIiff,
Thomas, and the Grievers. We presuppose that these
notions build a so-called mental map of the labyrinth
in a reader’s mind and bind the prominent topologi-
cal landmarks.

The highlighted nouns are not chosen randomly.
“The Maze Runner” is a story about fifteen teenagers
trapped in the Maze against their will. The labyrinth
where they live is an artificial construct designed to
test their intellectual and physical abilities. The Maze
has a tangled architecture (Fig.1), the starting point is
the Box, which is, in essence, “an old lift in a mine
shaft” that transports any newcomer “Greenie” to

Fig. 1. The structure of the Maze [11, p. 232]
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the Glade [2, p. 5]. The Glade is the main area where
characters reside: “a vast courtyard several times the
size of a football field, surrounded by four enormous
walls made of gray stone and covered in spots with
thick ivy” [2, p. 7]. Each stone wall has a large ope-
ning that leads to the passages of the Maze, which is
divided into eight subsequent sections: “So we have
the Glade, surrounded by eight Sections, each one a
completely self-contained square and unsolvable in
the two years since we began this freaking game.
The only thing even approaching an exit is the CIiff,
and that ain’t a very good one unless you like falling
to a horrible death ” [2, p. 121]. All pathways of the
Maze lead teenagers to the only way out — the CIiff.

We have discovered four topological landmarks of
the image “labyrinth” crucial to navigate in the dys-
topian Maze, but what about Thomas and Grievers?
As a reader follows the protagonist’s footsteps in
the story, we add Thomas, the leading character, to
the schematic semantic domains of the image “/aby-
rinth” as he guides the readers through the landmarks.
The Grievers are creatures that inhabit the alleys of
the Maze; they appear from the Cliff and control
the sections of the labyrinth, restricting anyone who
penetrates them from getting to the exit alive.

As we have tracked down the main nominal
semantic domains of the image “labyrinth”, we
apply the word2vec model to learn the word embed-
dings that constitute these domains.

The word2vec is a deep learning algorithm based
on the continuous skip-gram model architecture
created by T. Mikolov. The algorithm uses each word
as an input to a log-linear classifier with a continu-
ous projection layer and predicts words within a spe-
cific range before and after the current word [8, p. 4].
In our paper, we use the wor2vec implementation
provided by the genism package, a window of size
20, to detect the nearest word embeddings and choose
the first top ten of them.

The dominant grammatical categories among
all domains are nouns and verbs in the present and
past participle forms. The most prominent lexemes

of the conceptual domain ‘Maze’ encompass plural
nouns that express time ‘years,” ‘days,” and the sin-
gular noun ‘sun’; they indicate the distorted timeline
of events when a character penetrates the labyrinth.
The verb in the infinitive form ‘solve’ describes a
mental act and, in the semantic vector space, is close
to the singular noun ‘fact’ as people typically rely
on facts to find the solution. The noun ‘exit’ is also
in the domain’s scope. The plural noun ‘sections’ is
more context-related and points to the structure of the
Maze. However, some outputs of the model still need
to be clarified to give them a complete and reasonable
interpretation. These lexemes are the pronoun ‘they,’
which might identify teenagers living in the Maze;
the adjective or noun ‘many,” which may indicate
characters or the Grievers; and the verb in the present
participle ‘lovin’, which indeed contradicts the gene-
ral negative imagery of the Maze.

Verbs in the present and past participle forms:
‘expecting,” ‘pointing,” ‘forced,” and ‘faced’ define
the concept of the Box. The verbs in the present par-
ticiple describe a range of emotions that one experi-
ences in a lift of the mine shaft on his way to the Box.
The verbs in the past participle express a character’s
feelings when the Box opens and he comes out of
the Box to the Glade. The adjective ‘ready’ indicates
the mental preparedness to embrace future hardships.
The singular noun ‘court-yard’ exists between two
conceptual domains, the Box and the Glade, as the
first resides directly in the area of the Glade. The
nouns’ half”, ‘sigh,” ‘slammer,” and ‘dinner’ are not
directly in proximity to the semantic domain of the
Box. If we consider the lexeme ‘half” as a period of
movement in the lift, it should be treated as an adjec-
tive, not a noun. The same principle applies to the
word ‘sigh,” which can be a verb or a noun depending
on the sentence structure. The noun ‘slammer’ points
out to the local jail in the Glade, which is not far from
the Box; therefore, from the topological perspec-
tive and a place in the sentence structure, the Box
and the slammer are related, but from the semantic
standpoint it does not convey much sense. The noun

Table 1
The word embeddings of the schematic semantic domains
Model Maze Cliff Glade Thomas Box Grievers
‘they’ ‘grew’, ‘walls’ ‘look’ ‘half’ ‘maze’
‘lovin’ ‘pole’, ‘doors’ ‘almost’ ‘ready’ ‘one’
‘years’ ‘bones’, ‘sky’ ‘someone’ ‘expecting’ ‘days’
‘exit’ ‘alone’, ‘made’ ‘question’ ‘forced’ ‘years’
Word2vee ¢ ‘days’ ’ ‘ ‘twenty’,’ ‘ ‘twp’ , “ anger” ‘ ‘sigh’ ’ “ﬁght:
sun monsters’, outside Teresa slammer way
‘fact’ ‘grin’, ‘sounds’ ‘surprised’ ‘pointing’ ‘solve’
‘solve’ ‘sigh’, ‘closing’ ‘others’ ‘dinner”’ ‘faced’ ‘night’
‘sections’ ‘grimy’, ‘light’ ‘thoughts’ ‘court-yard’ ‘survive’
‘many’ ‘middle’ ‘moving’ ‘hour’ ‘might’
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‘dinner’ attributes to the part of the narration which
follows later after the Box and does not carry any true
semantic relation to the Box.

Proceeding to the following conceptual domain —
the Glade, wetracethepervasivenessofnouns. The plu-
ral nouns ‘walls’, and ‘doors’ indicate the constructs
that lead to the Maze. The plural noun ‘sounds’ refers
to auditory signals that characters experience in the
Glade. The nouns’ sky’ and ‘light’ contribute signif-
icantly to the Glade’s sentiment and determine the
area’s general atmosphere. The verb in the past par-
ticiple ‘made’ refers to the production of something,
such as sounds or goods. ‘Closing” and ‘moving’ are
verbs in the present participle that contribute more
to the domain of the doors in the Glade; the same
applies to the noun ‘two’ and the preposition ‘outside.’

Moving next to the exit of the Maze, we ana-
lyze Clift’s semantic domain, which is represented
through grammatical categories of nouns, verbs,
adjectives, and adverbs. The most salient concept
that contributes to the semantic matrix of the Cliff is
the plural noun ‘monsters’ that addresses the reader’s
attention to the protecting the passage out of the
Maze. The noun ‘twenty’ specifies the number of
teenagers who dared challenge the labyrinth to find
their way out. The structural parts of the construc-
tion are described by the noun ‘pole’ and the adjec-
tive ‘grimy.’ The topological characteristic of the exit
is conveyed by the noun ‘middle.” The plural noun
‘bones’ refer to the Maze, the Cliff, and the Grievers.
The emotional facet designates by the verbs’ sigh’ and
‘grin.” The verb in the past participle ‘grew’ points to
the changes in the labyrinth. ‘Alone’ can be treated
wither an adjective or an adverb and has a closer link
to the story’s hero rather than the CIiff.

The findings about the Cliff alert us that the
domain’s conceptual matrix is quite fuzzy, and the
distinguished lexemes are interpolated in the higher
domains of the Maze, Thomas, and the Grievers.
Thus, we consider the Cliff as a conceptual subdo-
main of the Maze.

The semantic schematic domain of the protagonist
encloses a wide variety of grammatical categories,
such as nouns, pronouns, personal pronouns, verbs,
and adverbs. The noun ‘hour’ constructs the constitu-
ent of time incorporated in the complex matrix of the
domain. The scope of intrinsic emotions that Thomas
experiences in the Maze are conveyed through the
noun’ anger’ and the verb in the past participle form
‘surprised.” The verb ‘look’ (which can also be a
noun depending on the sentence construction) indi-
cates the states of alertness and focus. As the leading
character Thomas takes care of others, we can trace
it through the pronouns’ someone’ and ‘others’ and

the plural noun ‘thoughts.” Making attempts to find
the escape route, the protagonist questions things;
hence the noun ‘question’ logically concatenates to
the general matrix of senses. The adverb ‘almost’
refers to hardships and afflictions that impede
teenagers from escaping the labyrinth. ‘Teresa’ —
the only girl in the Maze; a character most related
to Thomas. Frequently in the text, their names stand
next to each other. Therefore the model predicted
both statistical persistency and true semantic relation.

The Grievers are the nastiest and most despi-
cable mechanical creatures inhabiting the passages
of the Maze. Therefore the nearest word embedding
in the domain is the noun ‘maze.” The beasts appear
from the Cliff only at night. Thus the model discerns
the nouns’ days’ and ‘years,” which carry the intrin-
sic feature of continuity through the morpheme -s,
and the noun ‘night,” which directly describes the
period when the Grievers function. ‘Fight’ can be
either a noun or a verb depending on the sentence
structure, but generally, it directs to the action that
should be executed. The verb ‘fight’ in the domain
of the Grievers disambiguates the participants of the
action, where the teenagers are the ones who fight
and the creatures — those that should be defeated. As
the lexemes’ way’ and ‘fight’ exist not far from each
other, we assume that the noun ‘way’ refers to the
passage out of the labyrinth protected by the beasts.
The verb ‘solve’ is already detected as a constituent
part of the domain of the Maze. Therefore we deduce
that the concept ‘solve’ exists in the interception of
the two conceptual matrices. The modal verb ‘might’
indicates a substantial uncertainty and depicts the
emotional state of the characters instead when they
encounter the Grievers than the true semantic fea-
ture of the domain. The verb ‘survive’ underlines the
causal structure, who survives whom, where Grievers
cause the struggle to survive. ‘One’ can serve as a
noun or pronoun; here, we regard it as an author’s
substitution to avoid redundancy of the word Griever.
However, it is not a meaningful semantic connection
to the domain as the lexeme ‘one’ is just a placeholder
that can be replaced with any noun.

Given the obtained results, we can assume that,
perhaps, a more rational way is to add the Doors to
the schematic semantic domains of the image “/aby-
rinth” and extract the Box, as the lexemes of the
Box commonly correlate to the domain of the Glade.
In contrast, the lexemes from the Glade construct
the concept of the Doors. Moreover, a minor set of
lexemes discerned by the word2vec algorithm do not
carry the direct semantic reference with the domain
where they function. Besides, we can trace the clear
correlations between the Grievers, the Maze, and the
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Cliff, allowing us to place the Cliff as the direct sub-
domain of the Maze and make a significant intersec-
tion between the Maze and the Grievers domains.
We can state that the conceptual matrices of the sche-
matic domains the Glade and Thomas are unique and
contribute new senses to the image “labyrinth”.

The most pervasive grammatical categories of
the schematic semantic domains appear to be nouns,
verbs in the present and past participle forms, adverbs,
adjectives, and pronouns. The obtained result is sys-
tematic with the assumptions we have presupposed.

Conclusion. This article strives to present an
approach to detect the schematic semantic domains
of the image “labyrinth” with the help of the deep
learning algorithm. From the obtained results, we

can infer that utilizing modern machine learning
approaches to study fictional texts can be worth-
while. On the one hand, it provides a logical structure
to the discerned basic domains of the image “laby-
rinth” and highlights their relations. On the other
hand, the attained lexemes sometimes are not fully
comprehensible and interpretable. The output from
the algorithm captures statistical correlations of the
lexemes in the domain, which do not contribute to
the true meanings of the conceptual matrix of the
domain. Further study can be performed by conduct-
ing the psycholinguistics analysis with the group of
readers, who will highlight the meaningful lexemes
for each domain and then compare the outputs from
the real readers with the machine learning algorithm.
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